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Abstract
In the real world, planar networks commonly model utility distribution networks such as gas pipelines,
water distribution, city’s electric grid, and transportation networks like railways and highways. Eval-
uating the vulnerability of these networks is crucial on several point of view: in a military context in
order to prevent terrorist attack, or for maintenance to prevent wear and tear or natural disasters from
inflicting extremely severe damage. This work aims to evaluate the vulnerability of undirected planar
network studying the decrease of maximum 𝑠𝑡-flow when an edge or a vertex is removed, that is, we
propose algorithms for computing the max flow vitality of edges and vertices.

Our algorithms are applied to real world scenarios, and we prove that high vitality values are well
approximated in time close to the time currently required to compute 𝑠𝑡-max flow 𝑂(𝑛 log log 𝑛). All
our algorithms work in 𝑂(𝑛) space.
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1. Introduction

The design and construction of networks are important topics in today’s world. Establishing the
vulnerability of a network is crucial to prevent severe damage. There is no universal definition
of vulnerability, as the same network can be assessed using different metrics, resulting in it
being deemed vulnerable or robust depending on the metric used [2, 3].

In this paper, we focus on undirected planar networks and study vulnerability with respect
to the maximum flow. It’s worth noting that planar networks find commonly application in
urban science for representing, either directly or with high accuracy, various infrastructure
networks [4], as water distribution networks [5, 6] and lots of streets patterns [7, 8]. The cities
structure are the subject of many studies [9, 10, 11, 12] based on their planar aspects; see [13, 14]
for a complete bibliography.

We focus our study on the 𝑠𝑡-maximum flow vitality, that is the 𝑠𝑡-max flow decrease when
an edge or a vertex is removed, where 𝑠 and 𝑡 are two fixed vertices. A practical metric
for assessing the overall vulnerability of a network may involve considering the count of
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edges/vertices exhibiting high vitality, that is, elements whose deletion implies serious damage
to the 𝑠𝑡-maximum flow value. Thus, if all edges and vertices have low vitality, the network
can be deemed robust. We refer to [15, 16, 17] for surveys on several kind of robustness and
vulnerability problems discussed by an algorithmic point of view.

In networks algorithms, the effect of edges removal/damage on the max flow value has been
studied since 1963, only a few years after the pioneering paper by Ford and Fulkerson [18] in
1956. Wollmer [19] presented an algorithm for determining the most vital edge in a railway
network, and other studies about max flow interdiction were carried out on the planar Russian
railway [20, 21] reported in Figure 1. According to Schrijver [22], in those year the study of
vitality and interdiction on maximum flow problem arose from the US Air Force’s desire to
disrupt the transportation capabilities of their adversaries.

Figure 1: An illustrative real-world instance of a planar maximum flow problem is depicted in the
schematic diagram of the railway network spanning the Western Soviet Union and Eastern European
countries, as presented by Harris and Ross [20].

Ratliff and Sicilia [23] describe an algorithm for the 𝑘 most vital edges, where the removal of
these edge is simultaneous. Wood [24] showed that this problem is NP-hard in the strong sense,
while its approximability has been studied in [25, 26]. Other interdiction problems studied
in the literature include: shortest paths [27], minimum spanning tree [28, 29, 30], maximum
matching [31, 32] and connectivity [33].

Previous work A recent survey on exact 𝑠𝑡-max flow algorithms can be found in [34].
The best know algorithms for general graphs solve the problem in 𝑂(𝑚𝑛) time [35, 36]. For
undirected planar graphs a better result in 𝑂(𝑛 log log 𝑛) is presented by Italiano et al. [37],
while for planar directed graphs Borradaile and Klein [38] propose an 𝑂(𝑛 log 𝑛) time algorithm.
The easier 𝑠𝑡-planar case (that is when 𝑠 and 𝑡 are in the same face of a planar embedding) is
reduced by Hassin [39] to the computation of a single source shortest paths; that can be solved
in 𝑂(𝑛) time [40]. Finally, Eisenstat and Klein [41] illustrate how to compute the max flow in
undirected unweighted planar graphs in optimal 𝑂(𝑛) time.

There are a few results focused on max flow vitality. In [42] the vitality of each edge and vertex
is computed in optimal 𝑂(𝑛) time in the 𝑠𝑡-planar case. The dynamic max flow algorithms



presented in [37, 43] allow also to computed edge and vertex vitality for undirected planar
graphs, we remind to Theorem 3 for a more in-depth discussion.

Our contribution We present fast algorithms for computing an additive guaranteed approxi-
mation of the 𝑠𝑡-max flow vitality for both edges and vertices with capacities below a chosen
threshold 𝐶 . In Section 4 we explain how to use our results in real world scenarios.

Let 𝐺 be an undirected planar graphs, let 𝐸(𝐺) and 𝑉 (𝐺) be its set of edges and vertices,
respectively, and let 𝑠 and 𝑡 be two fixed vertices. Let us denote by MF𝐺 or MF if no confusion
arises, its 𝑠𝑡-max flow. Let 𝑐 : 𝐸(𝐺) → R+ be the edge capacity function, we define the capacity
𝑐(𝑣) of a vertex 𝑣 as the sum of the capacities of all edges incident on 𝑣.

Formally, the 𝑠𝑡-max flow vitality of a set 𝑆 ⊆ (𝑉 (𝐺) ∖ {𝑠, 𝑡}) ∪𝐸(𝐺), denoted by 𝑣𝑖𝑡(𝑆),
corresponds to MF𝐺−MF𝐺−𝑆 , where 𝐺−𝑆 is the graph derived from 𝐺 by deleting set 𝑆. Our
main results are summarized in the following two theorems. We show that we can compute an
approximated value of both edge and vertex vitalities with an additive error lower than 𝛿 > 0,
where 𝛿 is an arbitrarily fixed vitality. All our algorithms work in 𝑂(𝑛) space.

Theorem 1. Let 𝐺 be a planar graph with positive edge capacities. Then for any 𝐶, 𝛿 > 0, we
can compute a value 𝑣𝑖𝑡𝛿(𝑒) ∈ (𝑣𝑖𝑡(𝑒) − 𝛿, 𝑣𝑖𝑡(𝑒)] for each 𝑒 ∈ 𝐸(𝐺) satisfying 𝑐(𝑒) ≤ 𝐶 , in
𝑂(𝐶𝛿 𝑛+ 𝑛 log log𝑛) time.

Theorem 2. Let 𝐺 be a planar graph with positive edge capacities. Then for any 𝐶, 𝛿 > 0, we
can compute a value 𝑣𝑖𝑡𝛿(𝑣) ∈ (𝑣𝑖𝑡(𝑣)− 𝛿, 𝑣𝑖𝑡(𝑣)] for each 𝑣 ∈ 𝑉 (𝐺) satisfying 𝑐(𝑣) ≤ 𝐶 , in
𝑂(𝐶𝛿 𝑛+ 𝑛 log 𝑛) time.

In the full version of the paper [1], results in the cases of integer and bounded capacities and
are presented. Those results are obtained thanks to better algorithm for computing distances in
these particular cases [44, 45]. In what follows, we focus only on edge vitality, and we refer to
the full version for results and approach regarding vertex vitality.

Outline Our procedure is split into two parts. We start from the approach introduced by Itai
and Shiloach’s [46] for computing the 𝑠𝑡-max flow in undirected planar graphs, see Section 2.
They translate the max flow computation into finding non-crossing shortest paths in graph 𝐷,
which is derived from the dual graph of 𝐺. We use this construction to prove that edge vitalities
can be inferred by knowing some distances in 𝐷, see Proposition 1. In the second part, which
is exposed in Section 3, we compute required distances by introducing a divide-and-conquer
strategy, which consists in slicing 𝐷 via non-crossing shortest paths, see Lemma 1.

In Section 4 we apply our results to real world scenario, and in Section 5 conclusions and
open problems are presented.

2. From vitalities to distances

The first part of our approach is based on the work by Itai and Shiloach [46], that computes the
𝑠𝑡-maximum flow of 𝐺 via 𝑠𝑡-separating cycle in its dual graph 𝐺*. They build an auxiliary
graph 𝐷𝐺 (if no confusion arises, denoted as 𝐷) where the 𝑠𝑡-separating cycles correspond to



non-crossing shortest paths between pairs vertices on the external face of 𝐷. Starting from
𝐷, we explain how computing edge vitalities of 𝐺 by finding some distances in 𝐷, this is our
main result of this section and it is exposed in Proposition 1. Now we describe into details the
construction of 𝐷 by Itai and Shiloach [46].

We observe that every vertex in 𝐺* corresponds to a face in 𝐺. In Figure 2 on the left, there
is graph 𝐺 in black continuous edges, and graph 𝐺* in red dashed edges. In [46], the authors
first fix a shortest path 𝜋 from 𝑣*𝑠 to 𝑣*𝑡 , where 𝑣*𝑠 to 𝑣*𝑡 are the vertices in 𝐺* corresponding
to faces in 𝐺 containing 𝑠 and 𝑡, respectively. Without loss of generality, we assume that
𝜋 = {𝑣*1, 𝑣*2, . . . , 𝑣*𝑘}, with 𝑣*1 = 𝑣*𝑠 and 𝑣*𝑘 = 𝑣*𝑡 . Path 𝜋 is represented in green in Figure 2
on the left. Then they “cut” 𝐺* along 𝜋 obtaining graph 𝐷𝐺 (for convenience we refer to it as
graph 𝐷) represented in Figure 2 on the right.

They double path 𝜋 into the paths 𝜋𝑥 and 𝜋𝑦 , the first has vertices {𝑥1, . . . , 𝑥𝑘} and the latter
{𝑦1, . . . , 𝑦𝑘}. In order to split the graph 𝐺* into two, 𝜋 has to split the whole plane into two
parts. To obtain this, they add two dummy vertices 𝛼 and 𝛽, and they connect them to 𝑣*𝑠 and
𝑣*𝑡 , respectively. If 𝛼 is inside the face containing 𝑠 and 𝛽 inside the face containing 𝑡, then
the edges 𝛼𝑣*𝑠 and 𝛽𝑣*𝑡 can be extended to the infinity, splitting the whole plane where 𝐺* is
embedded into two arbitrarily parts 𝐴 and 𝐵; without loss of generality we say that 𝐴 is the
part “above” 𝜋 and 𝐵 the part “below” 𝜋. Now we can explain how to build graph 𝐷.

For any 𝑖 ∈ [𝑘], where [𝑘] = {1, . . . , 𝑘}, edges in 𝐺* incident on each 𝑣*𝑖 from below 𝜋 are
moved to 𝑦𝑖 and edges incident on 𝑣*𝑖 from above 𝜋 are moved to 𝑥𝑖. For each 𝑒* ∈ 𝜋 in 𝐺*, in
𝐷 the copy of 𝑒* in 𝜋𝑥 is denoted by 𝑒*𝑥, and the copy of 𝑒* in 𝜋𝑦 is denoted by 𝑒*𝑦 . Note that
every vertex 𝑣 in 𝐺 generates a face 𝑓*

𝑣 in 𝐺*, that still remains a face in 𝐷, still denoted by
𝑓*
𝑣 . If 𝑒* in 𝐺* does not belong to 𝜋, then we still denote the corresponding edge in 𝐷 by 𝑒*.

Similarly, if 𝑉 *
𝑖 in 𝐺* does not belong to 𝜋, then we still denote the corresponding vertex in 𝐷

by 𝑣*𝑖 (this happens when 𝑖 > 𝑘).
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Figure 2: on the left graph 𝐺 in black continuous line, 𝐺* in red dashed lines, shortest path 𝜋 from 𝑣*𝑠
(𝑣*1 ) to 𝑣*𝑡 (𝑣*𝑘) in green, 𝛼 and 𝛽 are dummy vertices. On the right graph 𝐷.

For 𝑖 ∈ [𝑘], we define 𝑑𝑖 = dist𝐷(𝑥𝑖, 𝑦𝑖). Itai and Shiloach [46] proved that MF = min𝑖∈[𝑘] 𝑑𝑖,
that is, the 𝑠𝑡-maximum flow is equal to the minimum 𝑠𝑡-separating cycle. We observe that
the removal of an edge 𝑒 in 𝐺 corresponds to contracting vertices of 𝑒* in 𝐺* into one, and
so some 𝑑𝑖’s may be shorten. For this reason, for 𝑒* ∈ 𝑉 (𝐷) and 𝑖 ∈ [𝑘] we define 𝑑𝑖(𝑒

*) =
min{𝑑𝑖, dist𝐷(𝑥𝑖, 𝑒*) + dist𝐷(𝑦𝑖, 𝑒*)}. Note that 𝑑𝑖(𝑒*) represents the distance in 𝐷 from 𝑥𝑖 to



𝑦𝑖 if all vertices of 𝑒* are contracted into one. For 𝑒 ∈ 𝐸(𝐺) we define MF𝑒 as the 𝑠𝑡-maximum
flow in graph 𝐺− 𝑒. It follows that 𝑣𝑖𝑡(𝑒) = MF − MF𝑒 and, trivially, 𝑣𝑖𝑡(𝑒) > 0 if and only if
MF𝑒 < MF. In the following proposition we translate the problem of computing edge vitality in
𝐺 into computing distances in 𝐷.

Proposition 1. For every edge 𝑒 of 𝐺, if 𝑒* ̸∈ 𝜋 in 𝐺*, then MF𝑒 = min𝑖∈[𝑘]{𝑑𝑖(𝑒*)}. If 𝑒* ∈ 𝜋
in 𝐺*, then MF𝑒 = min𝑖∈[𝑘]

{︀
min{𝑑𝑖(𝑒*𝑥), 𝑑𝑖(𝑒*𝑦)}

}︀
.

3. Divide-and-conquer strategy

In this section we explain our divide-and-conquer strategy that leads to Lemma 1, which is the
key to derive Theorem 1. We slice graph 𝐷 along shortest non-crossing 𝑥𝑖𝑦𝑖’s paths.

From now on, for 𝑖 ∈ [𝑘] we fix a shortest 𝑥𝑖𝑦𝑖 path 𝑝𝑖, and we consider that {𝑝𝑖}𝑖∈[𝑘] is a set
of pairwise single-touch non-crossing shortest paths, where two paths are single-touch if their
intersection is still a path. All the 𝑝𝑖’s can be computed in 𝑂(𝑛 log log𝑛) time by the algorithm
in [37], and their lengths in 𝑂(𝑛) time by the algorithm in [44].

Let 𝑈 =
⋃︀

𝑖∈[𝑘] 𝑝𝑖, see Figure 3(a). The single-touch property assures us that 𝑈 is a forest.
Given an 𝑎𝑏 path 𝑝 and a 𝑏𝑐 path 𝑞, we define 𝑝 ∘ 𝑞 as the (possibly not simple) 𝑎𝑐 path obtained
by the union of 𝑝 and 𝑞. Each 𝑝𝑖’s splits 𝐷 into two parts as shown in the following definition
and in Figure 3(b).

Definition 1. For every 𝑖 ∈ [𝑘], we define Left𝑖 as the subgraph of 𝐷 bounded by the cycle
𝜋𝑦[𝑦1, 𝑦𝑖] ∘ 𝑝𝑖 ∘ 𝜋𝑥[𝑥𝑖, 𝑥1] ∘ 𝑙, where 𝑙 is the leftmost 𝑥1𝑦1 path in 𝐷. Similarly, we define Right𝑖
as the subgraph of 𝐷 bounded by the cycle 𝜋𝑦[𝑦𝑖, 𝑦𝑘] ∘ 𝑟 ∘ 𝜋𝑥[𝑥𝑘, 𝑥𝑖] ∘ 𝑝𝑖, where 𝑟 is the rightmost
𝑥𝑘𝑦𝑘 path in 𝐷.
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Figure 3: in (a) the graph 𝑈 in bold and in (b) subgraphs Left𝑖 and Right𝑖 are highlighted. In (c) subgraph
Ω𝑖,𝑗 , for some 𝑖 < 𝑗.

Based on Definition 1, for every 𝑖, 𝑗 ∈ [𝑘], with 𝑖 < 𝑗, we define Ω𝑖,𝑗 = Right𝑖 ∩ Left𝑗 , see
Figure 3(c). Our divide-and-conquer strategy is based on these slices Ω𝑖,𝑗 . Now we have to
bucket the indices {1, 2, . . . , 𝑘} so that these slices have some special distance properties.

For every 𝑟 ∈ N, we define 𝐿𝑟 = (ℓ𝑟1, . . . , ℓ
𝑟
𝑧𝑟) as the ordered list of indices in [𝑘] such that

𝑑𝑗 ∈ [MF+ 𝛿𝑟,MF+ 𝛿(𝑟+1)), for all 𝑗 ∈ 𝐿𝑟 , and ℓ𝑟𝑗 < ℓ𝑟𝑗+1 for all 𝑗 ∈ [𝑧𝑟 − 1]. If no confusion
arises, we omit the superscript 𝑟; thus we write ℓ𝑖 in place of ℓ𝑟𝑖 .



Now we can formulate properly our slicing strategy in the following lemma. Indeed, we
note that every edge in 𝐷 is always contained in a slice. The following lemma is the key of
our slicing strategy. In particular, Lemma 1 can be applied for computing distances required in
Proposition 1.

Lemma 1. Let 𝑟 > 0 and let 𝐿𝑟 = (ℓ1, ℓ2, . . . , ℓ𝑧). Let 𝑒* be a vertex in 𝐷 and let 𝑖 ∈ [𝑧 − 1]
satisfy 𝑒* ⊆ Ωℓ𝑖,ℓ𝑖+1

. Then

min
ℓ∈𝐿𝑟

𝑑ℓ(𝑒
*) > min{𝑑ℓ𝑖(𝑒

*), 𝑑ℓ𝑖+1
(𝑒*)} − 𝛿.

Moreover, if 𝑒* ⊆ Leftℓ1 (resp., 𝑒* ⊆ Rightℓ𝑧 ) then minℓ∈𝐿𝑟 𝑑ℓ(𝑒
*) > 𝑑ℓ1(𝑒

*) − 𝛿 (resp.,
minℓ∈𝐿𝑟 𝑑ℓ(𝑒

*) > 𝑑ℓ𝑧(𝑒
*)− 𝛿).

An application of Lemma 1 is in Figure 4. By Proposition 1, we need 𝑑𝑖(𝑒
*) for all 𝑖 ∈ [𝑘]

and consider the minimum value. This can be obtained by 2𝑘 SSSP instances in 𝐷 (one with
source 𝑥𝑖 and one with source 𝑦𝑖 for every 𝑖 ∈ [𝑘]). But we can compute minℓ∈𝐿𝑟 𝑑ℓ(𝑒

*)
with only 4 SSSP instances focused on the slice of the graph 𝐷 containing 𝑒*; in a way, we
obtain the minimum among more indices by paying the additive error 𝛿. In Figure 4, it holds
minℓ∈𝐿𝑟 𝑑ℓ(𝑒

*) ≥ min{𝑑ℓ3(𝑒*), 𝑑ℓ4(𝑒*)} − 𝛿.
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Figure 4: by Lemma 1, it holds that minℓ∈𝐿𝑟
𝑑ℓ(𝑒

*) ≥ min{𝑑ℓ3(𝑒*), 𝑑ℓ4(𝑒*)} − 𝛿.

In the full version of this work [1] it is proved how to easily derive Theorem 1 from Lemma 1,
moreover, the discussion is extended to vertex vitality, see Theorem 2.

4. Practical utilization in real world scenario

In this section we explain how to use the results stated in Theorem 1 and Theorem 2 to real world
scenario. In particular we describe how to determine 𝐶 and 𝛿 according to the distribution of
edge capacities. Note that in real world applications one is usually interested in determining edge
and/or vertices with high vitality, that is, edge or vertices whose deletion implies serious damage
to the 𝑠𝑡-maximum flow value. This is strictly linked to evaluating the robustness/vulnerability
of the network. Before arguing with our theorems, we report here the best algorithm for
computing edge vitalities stated in [37, 43].

Theorem 3 ([37, 43]). Let 𝐺 be a planar graph with positive edge capacities. Then it is possible to
compute the vitality of ℎ single edges or the vitality of a set of ℎ edges in 𝑂(min{ ℎ𝑛

log𝑛+𝑛 log log 𝑛,

ℎ𝑛2/3 log8/3 𝑛+ 𝑛 log 𝑛}) time.



We underline that the previous algorithm can compute the exact vitality of ℎ edges, but in
order to obtain information about all edges, we need to apply it with ℎ = 𝑛.

Returning to the discussion of our theorems, we observe that the capacities may be not
bounded by any function of 𝑛. Despite this, we now introduce some procedures to make 𝐶/𝛿
constant. In this way, the time complexity of Theorem 1 becomes 𝑂(𝑛 log log 𝑛), that is the
best current time bound for computing the 𝑠𝑡-max flow [37]. Let’s start with the following
crucial remark, where 𝑐𝑚𝑎𝑥 = max𝑒∈𝐸(𝐺) 𝑐(𝑒).

Remark 1. [Bounding capacities]. We can bound all edge capacities higher than MF to MF,
obtaining a new bounded edge capacity function. This change has no impact on the 𝑠𝑡-max flow
value or the vitality of any edge/vertex. Thus w.l.o.g., we can assume that 𝑐𝑚𝑎𝑥 ≤ MF.

After Remark 1, from now on we assume that 𝑐𝑚𝑎𝑥 ≤ MF. We apply the result in Theorem 1
to two real world scenarios. In the first scenario we assume that the distribution of capacities is
general, i.e., there is no function that relates a capacity value to the number of edges having that
capacity value. In the second scenario we study what happens when the distribution of edge
capacities can be described by a power-law; but actually, this can be applied in every case there
are few edges (outlier) with high capacity. Take into account that the power-law distribution is
very common in real world planar networks, especially in distribution networks.

In Figure 5 we outline the following discussion. The figure shows how to determine constants
𝐶 and 𝛿 in two different scenarios (the edge capacities are synthetic).

(a) (b)

Figure 5: how to determine optimal 𝐶 and 𝛿 according to the distribution of edge capacities.

∙ General distribution. In this case we can set 𝐶 = 𝑐𝑚𝑎𝑥 and 𝛿 = 𝐶/𝑘, for some small constant
𝑘, e.g., 𝑘 = 10, 50, 100. So we have a good approximation of edges with high vitality. Indeed,
if an edge has vitality comparable with MF, then we obtain its vitality with an additive error
smaller than MF/𝑘 (because of Remark 1). On the other hand, we have a bad approximation for
edges with low capacity; in Figure 5(a) they correspond to edges on the left of the green line.
This is not a problem because “small capacity” corresponds to “small vitality”, indeed the vitality



of an edge is at most its capacity. With this settings the time complexity stated in Theorem 1
becomes 𝑂(𝑛 log log𝑛), that is the time currently required for the computation of the 𝑠𝑡-max
flow.
∙ Power-law distribution. We cannot apply the same reasoning to the previous case, in fact if we
choose 𝐶 = 𝑐𝑚𝑎𝑥 and 𝛿 = 𝐶/𝑘 for small constant 𝑘, then we obtain a bad approximation of all
edges on the left of the red line in Figure 5(b). They are absolutely the majority of edges. So we
set 𝐶 = 𝑐𝑚𝑎𝑥/𝑘 and 𝛿 = 𝐶/ℓ, for some constant ℓ, and we compute the (exact) vitality of edges
whose capacity is greater than 𝐶 via Theorem 3. Note that this set of edges is small because
of the power law distribution of capacities. The vitality of edges computed by our algorithm
has an additive error smaller than MF

𝑘ℓ , because of Remark 1; it may be an acceptable error even
for small values of 𝑘 and ℓ. Also in this case, the overall time complexity is equal or close to
𝑂(𝑛 log log𝑛).

Since our algorithms provide approximate vitalities with an additive error, it is possible
having as output 𝑣𝑖𝑡𝛿(𝑒) = 0 for each 𝑒 ∈ 𝐸(𝐺). At first sight, it may appear as an useless
result, but actually we verify the robustness of the network because all edges have vitality
smaller than 𝛿. The same reasoning can be applied also to vertex vitality, and consequently to
Theorem 2 by observing that in a real-world planar network there are usually a few vertices with
high degree (as also implied by Euler’s formula). We conclude by a fast comparison among our
results and the algorithm stated in Theorem 3. It’s clear that we compute approximated vitalities
while Theorem 3 allows to compute exact vitality, but if one is interested in understanding the
robustness/vulnerability of the network, then it is necessary to evaluate the vitality (exact or
approximated) of all edges and/or all vertices. Our algorithms obtain this in a time equal o
close to 𝑂(𝑛 log log 𝑛), while we need 𝑂(𝑛5/3 log8/2 𝑛) time by using the result in Theorem 3.
Hence our results provide considerably faster algorithms.

5. Conclusions and open problems

We describe fast algorithms for computing an additive guaranteed approximation of the 𝑠𝑡-max
flow vitality of both edges and vertices in undirected planar networks. The vulnerability of
real world planar networks can be established via our algorithms under various edge capacity
distributions.

We left open the problem of computing the exact vitality of all edges and vertices in the same
time required for computing the max flow value, as is already known for the 𝑠𝑡-planar case.
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